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We propose a new way to estimating interparticle contact forces in granular materials, based on the 

combination of experimental measurements and numerical techniques that take the contact laws respec- 

tively from Molecular Dynamics and Non-Smooth Contact Dynamics discrete element methods. Tests are 

performed in quasi-static conditions on a two-dimensional granular assembly; 80 MPixel pictures of the 

assembly are shot throughout each test. Image processing and Digital Image Correlation are used in order 

to get information on the geometry of the assembly (particles and contact points position) and the rigid- 

body motion of particles (displacements and rotation); based on this information, numerical methods 

can be applied to assess contact forces. 2D DEM simulations are also performed and the same informa- 

tion is extracted and used for contact force estimation, so that the numerical methods can be validated. 

The reproducibility of the original set of contact forces is shown to be dependent on the displacement 

history for the first method, based on contact elasticity, and on the degree of force indeterminacy for 

the Contact Dynamics-based one. The validation phase also includes a perturbation analysis to predict 

the influence of measurement error (bad contact detection) when applying the Contact Dynamics-based 

method, which shows the robustness of this method. After this validation phase, the methods are applied 

to experimental data. Measurement error on kinematic measurements turns out to be quite significant for 

the first approach, while it does not affect the second, for which the accuracy of the force estimation can 

be assumed to be mainly dependent on the degree of force indeterminacy of the system. 

© 2019 Elsevier Ltd. All rights reserved. 
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. Introduction 

Granular matter constitutes a very broad category of materi-

ls, that can be found in nature as well as in several industrial

pplications ( e.g. , pharmaceutical). The great research interest in

heir behaviour is also due to their discrete nature, that makes

he typical continuum mechanics unable to describe some as-

ects of their behaviour. One of these aspects is the way contact

orces are transmitted in a granular assembly. Understanding the

echanisms of force transmission between grains is not only

mportant for the sake of building physically-based constitu-

ive models; it is also fundamental to study phenomena such

s grain crushing ( Doreau-Malioche et al., 2018; Karatza et al.,

017 ). Dantu (1957) first highlighted the strong heterogeneity

nd anisotropy in contact forces distribution through photoelastic

xperiments. Discrete Element Methods ( Cundall and Strack, 1979 )

llowed modelling an assembly of grains as a system of individual
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odies governed by the equations of dynamics; this made it

ossible to access the extremely rich information at the microscale

f granular assemblies, study the force heterogeneity in depth and

ink it with the macroscopic behaviour ( Radjai et al., 1996, 1998 ). 

While numerical simulations give access to both particle dis-

lacements and interparticle contact forces, the determination

f the latter from experiments still remains a challenge. To this

urpose, some techniques have already been proposed, though

imited by some constraints: among them, a fully experimental

ne uses carbon paper to show the print of normal forces at the

oundaries of a bead packing ( Mueth et al., 1998 ). Other methods

ombine experimental measurements with numerical approaches.

mong these, through photoelasticity ( Dantu, 1957; Majmudar and

ehringer, 2005 ) it is possible to highlight stress patterns in an

ssembly of birefringent grains, and consequently infer contact

orces based on assumptions on the constitutive behaviour of the

aterial. The Granular Element Method ( Andrade and Avila, 2012;

urley et al., 2014; Marteau and Andrade, 2017 ) combines average

rain strain measurements with basic Newtonian mechanics and

n optimisation problem to infer forces. A similar approach was
An assessment of discrete element approaches to infer intergran- 

nal of Solids and Structures, https://doi.org/10.1016/j.ijsolstr.2019. 
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also developed on the basis of 3D X-ray diffraction and X-ray

computed tomography measurements ( Hurley et al., 2016 ). 

In the same philosophy of these methods, we propose an

approach that indirectly estimates forces based on experimental

measurements. In particular, we aim for a simple method, based

on few input data, and independent of the used material. To

this purpose, we focus on the rigid body motion (displacements,

rotation) of particles in a two-dimensional assembly. From the

knowledge of the external loading and particle positions during

time we apply two different numerical approaches to infer contact

forces. We show that both methods, despite some limitations

that are observed, might represent promising tools for a realistic

assessment of contact forces. 

The paper is structured in the following way: in Section 2 we

present the two numerical approaches, whose validation on an

ideal experiment (MD simulation) is in Section 3 ; in Section 4 we

show results from applications to real experimental data; finally,

Section 5 is dedicated to some concluding remarks. 

2. Methodology 

The idea of using experimental measurements and applying the

DEM framework to estimate contact forces is common to the two

proposed methods. However, the methods are quite different from

each other. The first one is based on Molecular Dynamics force

laws; it makes a direct estimation of forces based only on the mea-

sured kinematics, by exploiting the local elasticity at the contact

scale. Hence, it is referred to as contact elasticity method (CEM).

The second one, referred to as Contact Dynamics-based method

(CDM), is based on Non-Smooth Contact Dynamics that neglects

such length scale, assuming perfectly rigid bodies and imposing

that no particle interpenetration occurs. This results in a non-

uniqueness of CDM’s solution, that is related to the degree of force

indeterminacy of the system; such a solution has to be obtained

through a numerical resolution. On the other hand, the solution

in terms of forces estimated through the CEM is unique. A possi-

ble application is to combine the two methods by injecting part

of the CEM solution ( e.g. , normal forces) in the numerical reso-

lution of the CDM to find the remaining part; this way, by re-

ducing the number of variables of the problem, we are basically

re-introducing the initially neglected local elasticity in the CDM,

hence eliminating the non-uniqueness of the solution. 

The difference in the formulation of the two methods also en-

tails a difference in the required information. In general, for both

methods it is necessary to define the contact network (contact

point locations and branch vector orientations) and the bound-

ary conditions (external loading); in addition, the CEM requires

the definition of contact kinematics – typically inferred from par-

ticle kinematics – as it deals with evolutions between two gran-

ular states. The CDM, on the contrary, can provide an estimation

of forces for a single state for which only the contact network and

boundary conditions are known. 

2.1. Contact elasticity method (CEM) 

The first proposed method, referred to as contact elasticity

method (CEM), aims to directly infer forces from the kinematic

measurements, in particular from contact relative displacements.

To this end, some appropriate force laws have to be introduced,

together with the parameters that appear in them. Based on

the common Molecular Dynamics (MD) force laws ( Cundall and

Strack, 1979 ), normal forces are assumed to be only repulsive, and

linear with the overlap δn through the contact normal stiffness k n ;

as for tangential forces, they are incrementally linear with the tan-

gential relative displacement v t δt through the contact tangential
Please cite this article as: M. Tolomeo, V. Richefeu and G. Combe et al.,
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tiffness k t , with the constraint given by Coulomb friction, that re-

uires them to fall within the range [ −μ f n : μ f n ] . Therefore, tan-

ential forces are determined as a sum of force increments; this

ntroduces a dependency on the displacement history, and so on

he time resolution of the data acquisition. 

f n = k n δn 

δ f t = k t v t δt 
(1)

.2. Contact dynamics-based method (CDM) 

In Non-Smooth Contact Dynamics (NSCD), contact laws are

xpressed as complementarity relations, that respectively require

orces to prevent particle interpenetration (Signorini condition)

nd implement Coulomb friction ( Radjai and Richefeu, 2009;

oreau, 2004 ). In this method, the elastic length scale – associated

ith contact deflection – is neglected, as particles are assumed to

e rigid, so that forces do not have to be resolved during a colli-

ion: one simply calculates post-collisional velocities as a function

f pre-collisional ones ( McNamara and Herrmann, 2004 ). 

Our application of the NSCD framework to experimental data

ims to solve the Gauss-Seidel iterator that typically starts from

 set of zero-forces, although initialising it with a guess solution

loser to the expected one may facilitate the convergence to a solu-

ion. As a result of the Gauss-Seidel iterator, a set of contact forces

s obtained for a given configuration of the system ( i.e. , for a given

xternal loading and geometrical arrangement, extracted from one

f the pictures taken during the tests). 

While the CEM simply estimates forces from displacements,

ith no limitation (except for cutting tangential forces if they vio-

ate the Coulomb condition), with the CDM we inject the equations

f motion, and so the mechanics of the system; we therefore ob-

ain a mechanically admissible solution. If we approach quasi-static

oading conditions, in principle (assuming the contact network is

orrectly defined) the CDM will find a set of contact forces close

o static equilibrium. 

As previously mentioned, a possible application of these meth-

ds is a combination of the two of them: the CDM can benefit

rom starting the Gauss-Seidel iterator with an initial guess solu-

ion more or less realistic: to this end, the output of the CEM (or

art of it) can be used. Typically, one could think of using normal

orces, in order to exploit the local elasticity (that the CDM ne-

lects); however, also tangential forces could be used, if their esti-

ation is reputed to be more reliable than that of normal forces. 

. Validation 

Before applying the two numerical approaches to an experi-

ental case, a validation phase is carried out by working on three

D simulations. In order to reproduce the experimental conditions

s in Section 4 , we try to reconstruct the force network in the

imulations by using the same information as what we would get

rom the experiments, i.e. , boundary conditions, geometry of the

acking (contact network) and, for the CEM, particle motion. Sim-

larly to the experimental application, in which measurements are

iscrete-in-time as they come from pictures of the assembly that

re generally shot every 5 s, we take this input data from snapshots

f the assembly during the simulations, with a constant vertical

train �ε yy = 2 × 10 −5 between two consecutive snapshots. 

We refer to these simulations as “ideal” experiments, since we

enefit from the fact of having no measurement error, differently

rom the real experimental case; at the same time, since the con-

act forces at any stage of the simulations are known, we can test

he success of the numerical methods of force inference by com-

aring the estimated set of forces with the actual one, taken as

ground truth”. A possible way of carrying out this comparison is
 An assessment of discrete element approaches to infer intergran- 

nal of Solids and Structures, https://doi.org/10.1016/j.ijsolstr.2019. 
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Fig. 1. Stress-strain curves for the three biaxial vertical MD simulations, for κ = 100 , 1000 , 10000 respectively, with the ratio between the deviatoric invariant q and 

pressure p on the y -axis. 
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he computation of Pearson’s correlation coefficient r between the

wo sets of forces (generally separating normal forces from tangen-

ial forces). Given two datasets { x 1 , . . . , x n } and { y 1 , . . . , y n } – the

wo sets of forces –, r lies in the range [ −1 : 1 ] , where 1 is total

ositive linear correlation, 0 is no linear correlation, and −1 is total

egative linear correlation; it takes the following expression: 

 = 

∑ n 
i =1 (x i − x̄ )(y i − ȳ ) √ ∑ n 

i =1 (x i − x̄ ) 2 
√ ∑ n 

i =1 (y i − ȳ ) 2 
(2) 

here n is the sample size (number of contacts), x i and y i are indi-

idual members of each sample ( i.e. , values of single contact force

omponents) and x̄ , ȳ are their respective mean values. 

The three biaxial vertical compression MD simulations were

arried out by applying a constant deformation rate ˙ ε yy on an as-

embly of 1852 frictional disks with four different diameters. The

umber of constituents and size for each class resemble those in

he experiments on wooden cylinders in Section 4 . The four diam-

ters have a ratio with the largest one of 0.4, 0.6, 0.7 and 1.0, and

he number of disks per class is 797, 425, 406 and 224, respec-

ively. The stress-strain response is shown in Fig. 1 , in terms of the

atio between the stress deviator q = (σ1 − σ2 ) and mean normal

tress p = . 5 (σ1 + σ2 ) . Particle-particle and particle-wall friction

oefficients were respectively set to 0.5 and 0; no gravity was act-

ng on the particles. Before performing biaxial compression, in the

hree simulations the assembly was isotropically compressed up to

ifferent values of pressure ( p = 5 , 50 , 500 kPa, respectively), so

hat the initial stiffness level, with a constant contact normal stiff-

ess k n = 5 × 10 7 N / m , was κ = k n /p = 100 , 1000 , 10000 , respec-

ively. 

.1. Contact elasticity method (CEM) 

We apply the CEM by measuring contact relative displacements

etween geometrical configurations taken as distinct snapshots of

he three MD biaxial vertical compression simulations, and infer-

ing contact forces through the application of the contact laws in

q. 1 . 

With respect to the computation of normal forces, contact

lasticity can be easily exploited by measuring particle interpene-

ration, so that the real forces are perfectly retrieved; in contrast,

he estimation of tangential forces is affected by the influence

f displacement history, since we assume an incremental contact

aw. The effect of this can be assessed by changing the time

esolution – or, equivalently, the width of the corresponding strain

indow, since a constant strain rate is imposed – and looking

t how the accuracy of the tangential forces estimation changes.

n Fig. 2 a, Pearson’s r between estimated and reference normal

orces is plotted for all states in the simulation with intermediate
Please cite this article as: M. Tolomeo, V. Richefeu and G. Combe et al., 
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. Each curve corresponds to an application of the CEM with

 different size of the strain window between two consecutive

tates. A clear decrease in the correlation between the estimated

angential forces and the reference ones is observed as the strain

indow is enlarged. The drops observed in most of the curves

re caused by large grain rearrangements and restructuring of the

ontact network occurring in the reference simulation, typically

orresponding to the stress relaxations observed in Fig. 1 . 

Another typical feature when dealing with frictional packings is

he memory of previously accumulated tangential forces: in a real

ase, one might assume that some friction at the contact level al-

eady developed before the measurements start; in order to assess

he effect of this, we compared the estimation of tangential forces,

or the same strain window ( i.e. , the smallest possible one), when

aking into account previously accumulated forces (here, forces

hat developed during a previous phase of isotropic compression

p to the desired confining stress) and when neglecting them. It

s shown ( Fig. 2 b) that this difference decays quite fast, as the

wo curves get closer to each other; however, it takes a significant

eformation ( εyy ≈ 10%) until the effect of memory is completely

ost and the two curves overlap. 

Fig. 3 shows the influence of the stiffness level κ on the

ccuracy of tangential force estimation. In order to separate its

nfluence from the effect of the strain window, the same strain

indow �ε yy = 2 × 10 −5 is adopted for all simulations corre-

ponding to different κ . It is observed that, in the first phase – in

hich little or no granular rearrangement occurs – the estimation

s more accurate for higher κ . In a second phase, rearrangement

ccurs and becomes more intense as κ grows; due to this, larger

rops in the evolution of r are observed for higher κ . Despite

hese differences, on average all three curves seem to stabilise

round a value of r ≈ 0.9 towards the end of the simulation. 

.2. Contact dynamics-based method (CDM) 

Similarly to the first method, the CDM was applied by running

he Gauss-Seidel iterator on the same geometrical configurations

xtracted from the above-mentioned MD simulations. 

By assuming grains to be rigid, the elastic length scale associ-

ted with contact deformation is neglected; this results in the loss

f uniqueness of the solution: the set of contact forces obtained

hrough the CDM is only one of the possible contact states. This

orce ensemble can be easily explored for a small system in order

o estimate its amplitude ( McNamara and Herrmann, 2004; Unger

nd Kertèsz, 2003 ); it can be shown that the variability of contact

orces between all possible solutions is somehow limited. 

The amplitude of the force ensemble is directly linked to other

arameters typically used to describe properties of the geometrical

rrangement, such as the coordination number and the degree of
An assessment of discrete element approaches to infer intergran- 

nal of Solids and Structures, https://doi.org/10.1016/j.ijsolstr.2019. 
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Fig. 2. (Left) Evolution of Pearson’s r for tangential forces, between the CEM solution and the original set of forces, for different widths of the strain window (here expressed 

in terms of the smallest one, corresponding to a strain increment �ε yy = 2 × 10 −5 ). The stiffness level κ is 10 0 0. Tangential forces accumulated in the previous isotropic 

compression phase are neglected. The accuracy of tangential forces estimation is shown to be decreasing as the size of the strain window increases. (Right) Evolution of 

the difference between two curves corresponding to a strain window of 1 ×�εyy , min , respectively obtained by neglecting previously accumulated tangential forces (darker 

curve on the left) and by taking them into account. The evolution is also expressed in terms of the displacement applied to the wall, normalised by the D 50 of the assembly, 

showing that, despite the fast decay of the difference, the effect of memory is still not completely lost up to a displacement of 4 times the D 50 . 

Fig. 3. Evolution of Pearson’s r for tangential forces, between the CEM solution 

and the original set of forces, for initial stiffness levels κ = 100, 1000 and 10000. 

All curves are obtained with the same strain window �ε yy = 2 × 10 −5 . Tangential 

forces accumulated in the previous isotropic compression phase are neglected. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1 

Main characteristics of the initial states of MD simulations prepared with 

different stiffness level κ: packing fraction φ, coordination number z ( i.e. , 

number of contacts per particle), degree of hyperstaticity h (as defined by 

Eq. 3 ) and the ratio of rattlers ( i.e. , “floating” grains not involved in any con- 

tact) to the total number of grains. There is a clear increase of the degree 

of hyperstaticity h as the stiffness level κ decreases. 

κ φ z h Rattlers [%] 

100 0.848 3.78 1601 4.2 

10 0 0 0.828 2.81 409 15.5 

10 0 0 0 0.825 2.56 196 19.7 
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hyperstaticity (force indeterminacy) h , that can be derived from the

following relation ( Roux and Combe, 2011 ): 

N l + h = D N c + k (3)

being N l the number of degrees of freedom of the system (3 for

each particle in 2D), D the dimension of the system, N c the num-

ber of contacts and k the degree of hypostaticity (velocity indeter-

minacy). The degree of hypostaticity k is the dimension of the set

of particle displacements and rotations that do not induce any con-

tact relative displacement (also referred to as mechanisms ); in the

absence of gravity, such displacements correspond to the degrees

of freedom associated with “floating” grains that are not in contact

with any other grain ( rattlers ). 

These quantities are summarised in Table 1 for the three sim-

ulations. It is clearly observed that force indeterminacy is higher

for low values of the initial stiffness level. It is important to keep

in mind that indeterminacy is also affected by interparticle friction,

although its effect was not analysed here as μ was kept constant in

these simulations: in particular, it was shown ( Roux, 20 0 0 ) that in-

determinacy vanishes ( i.e. , contact forces are uniquely determined)

in frictionless granular assemblies, as the system becomes isostatic.

By applying the CDM to synthetic (MD) data, it is observed

that the accuracy of the solution obtained, i.e. , the correspondence

between the estimated set of forces and the original (MD) one,

strongly depends on the degree of hyperstaticity of the system;
Please cite this article as: M. Tolomeo, V. Richefeu and G. Combe et al.,

ular forces from experiments on 2D granular media, International Jour

01.010 
n particular, a better correlation is systematically found for stiffer

aterials that, for the same loading conditions, exhibit a lower

ensity, coordination number and degree of hyperstaticity ( Fig. 4 a),

hus indicating that there might be a correlation between the de-

ree of hyperstaticity and the variability of the solution in forces. 

This result is confirmed by defining the error on normal force,

or each contact, as the absolute difference between the estimated

ormal force and the real one, normalised by the average normal

orce; for a single contact state (close to isotropic compression,

yy ≈ 0), the average value of the error is 0.427, 0.264, 0.211 and its

ariance equal to 0.364, 0.248, 0.208 for κ = 100 , 10 0 0 and 10 0 0 0

espectively, while the complete distribution function is showed in

ig. 4 b. 

Since the non-uniqueness of the solution comes from an excess

n the number of unknowns of the problem, with respect to the

umber of equations to solve it, a way of limiting its effect lies

n the possibility of removing a certain number of variables. Being

ble to access the solution in forces of the DEM simulations, part

f this solution can be used to assign constant values to the corre-

ponding variables, so that only the remaining part has to be esti-

ated: in particular, we can alternatively fix normal forces to pre-

cribed values while estimating tangential ones, and opposite. The

esult of this operation is shown in Fig. 5 . When all forces – normal

nd tangential – are estimated starting from an initial guess with

nly null forces ( Fig. 5 a), the correlation is around 0.9 for normal

orces and 0.8 for tangential forces. Fig. 5 b shows that imposing

ormal forces implies r ≈ 1 for tangential forces, and vice-versa. 

Before moving to the application to the experimental case, in

hich measurement error might have an important effect on the

stimation of forces, a preliminary estimation of such effect was

one by artificially perturbing the information extracted from the
 An assessment of discrete element approaches to infer intergran- 

nal of Solids and Structures, https://doi.org/10.1016/j.ijsolstr.2019. 

https://doi.org/10.1016/j.ijsolstr.2019.01.010


M. Tolomeo, V. Richefeu and G. Combe et al. / International Journal of Solids and Structures xxx (xxxx) xxx 5 

ARTICLE IN PRESS 

JID: SAS [m5G; January 18, 2019;22:21 ] 

Fig. 4. (Left) Evolution of Pearson’s r for normal forces in the three MD simulations (for κ = 100 , 1000 , 10000 respectively), between the solution estimated via the CDM 

and the real one. (Right) Cumulative Distribution Function of normal force error – defined as the absolute normal force difference normalised by the average normal force –

for all contacts in a state at the early stage of the three MD simulations (close to isotropic compression conditions). It is shown here that the estimation of forces is more 

accurate as the stiffness of the material increases, as expected since stiffer materials typically show a lower degree of force indeterminacy. 

Fig. 5. (Left) Evolution of Pearson’s r for normal and tangential forces, between the CDM solution and the original set of forces. The stiffness level κ is 10 0 0. (Right) Evolution 

of Pearson’s r , respectively for tangential forces f t when imposing normal forces to be constant and equal to their original values, and for normal forces f n when tangential 

ones are imposed, between the CDM solution and the original set of forces. The stiffness level κ is 10 0 0. We show here that, when part of the unknowns of the system are 

eliminated by being assigned their original values, the correlation between the remaining part of forces and the original ones dramatically increases (Pearson’s r ≈ 1). 
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D simulations, in order to see how the accuracy of the solution

s affected by such error. 

For the CDM case, since we only use boundary conditions and

ontact network as input information (no particle displacement or

otation), the main error could come from a possible bad detection

f contacts. By tuning the threshold distance between two grains

hat defines whether they are in contact or not, it is possible to

ither increase or decrease the number of contacts; as the contact

etwork changes, the effect is studied, for a single contact state,

y comparing those contact forces that are common between the

riginal contact network and the modified one ( Fig. 6 ). It is ob-

erved that, for the three different κ , correlation of normal forces

enerally stays unchanged up to an error – in both directions – of

bout 4 − 5% of the total number of contacts; the sudden drop is

bserved for an error larger than 10%, which is considerably higher

han the error we assume we are making when detecting contacts

rom pictures of the assembly in real experiments. Focusing on sin-

le states, additional results can confirm this. The comparison of

ormal force maps shows that the main force chains are perfectly

etrieved even with a bad contact detection, and it already gives
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 clue of how, for the case of an overestimated number of con-

acts, the added ones mainly carry below average (weak) normal

orces ( Fig. 7 ). This is finally proven by the statistics of such forces

 Fig. 8 ), showing that, although this tendency is more evident for

he lowest indeterminacy ( κ = 10 0 0 0 ), it is common to all simula-

ions. 

. Application to experimental data 

.1. Experimental campaign 

A number of tests were performed in the 1 γ 2 ε shear device

 Calvetti et al., 1997; Joer et al., 1992 ). This machine can quasi-

tatically strain a two-dimensional model assembly of particles

ith independent control on the three components of the strain

ensor ε xx , ε yy and ε xy (or γ ); at the same time, it allows stress-

ontrolled tests. The two-dimensional character of the problem is

ell attained especially in terms of stress, since no loading is ap-

lied on the two free surfaces of the specimen (the frontal and

ack surface referring to Fig. 9 ); out-of-plane deformations can
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Fig. 6. Evolution of Pearson’s r as the number of contacts is artificially increased (left) or decreased (right), for a state in the early stage of the simulations ( εyy ≈ 0, close to 

isotropic compression conditions), in the CDM solution. Excess (missing) contacts are expressed as the increase (decrease) in the total number of contacts normalized by the 

initial value. It is observed that the effect on the estimation of forces is negligible up to an error ≈ 5% of the total number of contacts. 

Fig. 7. (Left) Map of original (MD simulation) normal forces from an early state ( εyy ≈ 0) of a biaxial vertical compression with κ = 10 , 0 0 0 . (Right) Map of normal forces 

obtained, for the same state, by applying the CDM with an additional 10% of contacts with respect to the real contact network. Force chains are correctly retrieved by the 

CDM, despite the error in building the contact network. 

Fig. 8. Cumulative Distribution Function of normal forces carried by additional contacts for states with a 10% excess contacts for the three different simulations. Most of the 

contacts are shown to be carrying a weak normal force. 
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Fig. 9. (Colour online) Image of an isotropically compressed specimen in the 1 γ 2 ε device, with zoom on a small amount of grains to show the speckle pattern on their 

visible face. The frame is 556 mm × 459 mm. 
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tests. 
easonably assumed to be negligible. The assembly is composed

f 6 cm long Schneebeli rods ( Schneebeli, 1956 ); several materi-

ls or grain shapes can be adopted. In this case, an assembly of

round 1800 ash wood circular rods was used; the four diame-

ers employed were 8, 12, 14 and 20 mm. The material has an

lastic modulus of 12 GPa; interparticle friction φ was measured

ith the same procedure as in Calvetti et al. (1997) and found to

e equal to 24 °( ± 2 °). A single contact uniaxial compression test

as performed to study the force-displacement response of the

ontact. The response was approximately fit by a bi-linear model,

ith a lower slope (stiffness) for the lowest range of normal forces

 f n < 100 N approximately). The response also showed some irre-

ersibility when a second re-loading phase was applied after un-

oading the system. Due to this rather complex response, a unique

alue of k n could not be easily determined from this experiment;

t the same time, the assumption of more advanced contact mod-

ls, such as the Hertzian law, would still be unable to reproduce

uch a behaviour. Therefore, it was decided to keep the simple lin-

ar model, and to adopt a different approach for calibrating k n . A

e-scaling procedure was carried out, consisting in computing a

omogenised stress from estimated forces obtained with a guess

 n ; then, a scalar quantity (the invariant p at the peak of the first

ompression cycle) was compared with the imposed pressure, and

he ratio between the two values was used to multiply the guess

alue of k n . The value of k n = 1 . 55 × 10 6 N / m obtained in this way

i.e. , by fitting the imposed loading – was very close to the one

educed from the linear fit of the force-displacement curve in the

owest range of normal forces. The tangential contact stiffness k t 
as simply assumed to be equal to k n . 

Tests were carried out with different loading conditions: here,

esults will be presented only from an oedometer compression.

he test was carried out by applying a constant strain rate in the

ertical direction ( ̇ ε yy ) on the top arm, while lateral deformations

ere prevented; after reaching a normal stress of 200 kPa on the

op side ( σ yy ), an unloading phase was carried out, and the whole

rocedure was repeated for two cycles. Differently from the simu-

ations in Section 3 , the preparation of the sample did not involve

he application of any confining load; by starting the test with

 ≈ 0 kPa, the corresponding stiffness level κ = k N /p turns out to
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e very high, although an exact estimation is not easy as we deal

ith very small pressures. 

Both the image processing and Digital Image Correlation phases

ere performed by means of the software Tracker ( Combe and

ichefeu, 2013; Richefeu et al., 2012 ). The aim of the image pro-

essing was to determine the geometry of the packing by assign-

ng, to each rod (hereafter, grain or particle) a position ( x, y ) of its

ass centre and a radius. With this aim, a binarised image was

equired; then, by computing for each pixel the distance from the

losest black pixel (corresponding to a void), the centre of each

rain could be identified, together with the grain’s radius. Then,

article Image Tracking (a specific DIC-based tool for discrete cor-

elation) was carried out: a correlation pattern (a set of pixels)

as defined for each grain (a concentric circle with a radius 20%

maller than the grain’s one), and then “tracked” between two pic-

ures by finding the maximum of a cross-correlation coefficient

omputed from the gray level of each pixel of the set. In order to

reate a unique pattern of gray values for each grain, a black-and-

hite speckle pattern was previously applied on the visible face of

ach rod. 

Some typical measurement errors may come from several is-

ues. Contact detection can be affected by the non-perfect round-

ess of the grains. For highly deformable materials, the measure-

ent of strain inside the particle can help to understand whether

here is a contact or not; but when the stiffness is high enough

hat no internal strain can be measured (with the given resolu-

ion), contact detection relies totally on the correct determination

f particle centre and radius, hence it might be significantly af-

ected by shape imperfections and measurement error. Hence, the

umber of contacts was verified by visually inspecting the assem-

ly and adding/removing contacts that had been clearly misde-

ected. This confirmed that the error is typically lower than 10%,

hat was found to be a threshold below which the error does not

ffect the estimation of forces obtained with the CDM. An error is

lso associated to the measurement of displacements, and it was

ound to be equal to 0.01 ± 0.05 pixel ( Combe and Richefeu, 2013 ),

pproximately corresponding to 0 . 7 × 10 −4 ± 3 . 5 × 10 −4 m with

he scale of the pictures taken during the above-mentioned
An assessment of discrete element approaches to infer intergran- 
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Fig. 10. (Left) Comparison between the 1 γ 2 ε macroscopic stress components and the Weber stress components computed from contact forces obtained by applying the 

CDM to an oedometer compression test. The evolution of stress components is retrieved with a very high precision. (Right) Comparison between the 1 γ 2 ε macroscopic 

stress components and the Weber stress components computed from contact forces obtained by applying the CEM to an oedometer compression test. The evolution of stress 

components is retrieved only from a qualitative point of view. 

Fig. 11. (Left) Cumulative distribution function of the distance from equilibrium for all particles, at the end of the first loading cycle of the oedometer compression test, in 

the CDM solution. (Right) Cumulative distribution function of the distance from equilibrium for all particles, for the same state, in the CEM solution. 
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4.2. Results from both methods 

The CEM makes use of the contact laws presented in

Section 2.1 . The determination of normal forces, since no overlap

can occur in real experiments, relies on the equivalent measure-

ment of a normal relative displacement that occurs when two

compressed grains are deformed in an area localised around the

contact point, while staying practically undeformed at a sufficient

distance from the contact (which makes the correlation of a rigid

pattern still possible as long as the pattern does not include the

deformed area). 

This incremental contact law, that writes δ f n = k n v n δt, intro-

duces a linear relationship between the normal force increment

and the contact normal relative displacement through the contact

normal stiffness; based on this, a first, rough assessment of the

influence of measurement error on the estimation of normal forces

for the presented test can be obtained by simply multiplying the

displacement error associated to the Digital Image Correlation

algorithm (as in Section 4.1 ) and the stiffness that was esti-

mated from a specific compression test on a single contact. This

estimation gave a maximum error, in terms of normal force, of

approximately 50 N, in the same order of magnitude of the average

normal force, estimated as ≈ 70 N for a pressure of 100 kPa. 

With such a large error, the estimation of forces could not be

expected to be realistic. In order to have a more reliable estimation

of forces, one should either increase the accuracy or the resolution

of the measurements, or decrease the contact stiffness (or both at

the same time). 

On the other hand, CDM’s solution is expected to be much

more realistic and reliable, thanks to the higher robustness of the
Please cite this article as: M. Tolomeo, V. Richefeu and G. Combe et al.,
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DM with respect to measurement error, as shown in Section 3.2 .

he evaluation of the quality of the force estimation can be done

n different levels: on a macroscopic point of view, by building a

omogenised stress from contact forces, that allows a comparison

lso with the experimental data, as the macroscopic stress is

easured by the machine at any stage of the test; on a microscale

evel, maps of normal forces are a typical result from which, based

n geometrical patterns that are expected to appear when the

orce network is well retrieved (such as chain-like and ring-like

tructures), the accuracy of the solution can be deduced; finally,

ince the test is performed in quasi-static loading conditions, the

atisfaction of particle equilibrium is another criterion that can be

xploited to give an assessment of the quality of the solution in

orces. 

The homogenised stress over a volume V can be computed from

ontact forces as a sum, over all contacts α, of the dyadic product

etween the force f 
α

and the branch vector � α connecting the two

articles centres, following the expression by Weber (1966) : 

i j = 

1 

V 

N c ∑ 

α=1 

f αi 
 
α
j (4)

n the CEM case, such an estimation of the homogenised stress

ives a first confirmation of how significant the effect of measure-

ent error is for this method, with the current measurement reso-

ution and the given deformability of the material: the evolution of

yy and σ xx (vertical and horizontal normal stresses, respectively)

oes not reproduce the evolution of the corresponding components

s measured by the machine throughout the test ( Fig. 10 b). The set

f forces obtained with the CDM gives a homogenised stress that
 An assessment of discrete element approaches to infer intergran- 
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Fig. 12. (Colour online) Map of normal contact forces obtained via the CDM at the 

end of the first loading cycle of the oedometer compression test. Line thickness 

of the branch vectors is proportional to normal force intensity. Here, force chains 

clearly appear, mainly along the vertical direction, as expected. The largest normal 

force is around 10 0 0 N. 

r  

e  

a

 

f  

d  

s  

e  

u  

o  

t  

C  

t

 

a  

c  

q  

p  

o  

t  

p  

i  

t  

p  

a

5

 

g  

p  

s  

d

 

v  

f  

t  

t  

h  

t  

a

 

s  

m  

s  

a  

a  

t  

t  

n  

m  

a  

s

 

i  

K  

n  

p  

K  

μ  

c  

t

 

c  

b  

r  

f

 

i  

b  

p  

t  

b  

w  

c  

t  

i

 

C  

a  

p  

t

 

d  

t  

o  

s  

c  

a  

s  

e

 

g  

o  

a  

l  

a

C

 

a

eproduces much better the real, macroscopic one ( Fig. 10 a): the

volution is clearly retrieved both on a qualitative point of view

nd on a quantitative one. 

Fig. 11 shows the statistics of distance from static equilibrium,

or all particles, at the end of the first loading phase of the oe-

ometer compression test, as obtained respectively from the CEM

olution ( Fig. 11 b) and the CDM one ( Fig. 11 a). The distance from

quilibrium is defined as the ratio between the magnitude of the

nbalanced force on each grain ( F i ) and the mean normal force

ver the whole network ( 〈 f n 〉 ). Such a distance is found to be equal

o 1.285 ± 3.489 for the CEM solution, and 0.003 ± 0.006 for the

DM case, showing that the CDM provides a solution much closer

o equilibrium than the CEM. 

In the map of CDM-computed normal contact forces for a state

t the end of the compression phase ( Fig. 12 ), force chains appear

learly, and they tend to be aligned along the vertical direction. A

uantitative assessment of the accuracy of this estimation is not

ossible at this stage; however, some conclusions can be inferred

n how close to reality is this solution, based on the results of

he validation phase. Since the measurement error, consisting in a

ossible bad contact detection, has been proven to have a limited

nfluence, the main source of error lies in the non-uniqueness of

he solution: based on the estimation of κ in experiments (125 at

eak, 500 at p = 50 kPa), it is expected that estimated forces have

 Pearson correlation with real forces in the range 0 . 70 − 0 . 85 . 

. Conclusion and perspectives 

In granular materials, the combination of measurements of the

eometrical arrangement of the packing and of the rigid body

article-scale kinematics with numerical DEM-based approaches

eems a promising way to inferring interparticle contact forces, in-

ependently of the used material and its stiffness. 

To this end, two different approaches were proposed. The

alidation phase, that consisted in extracting input information

rom ideal experiments (MD simulations) and trying to retrieve

he set of contact forces, showed a good correspondence between
Please cite this article as: M. Tolomeo, V. Richefeu and G. Combe et al., 
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he estimated solution and the real one; at the same time, it

ighlighted some peculiar aspects of the two methods, as well as

he limitations that were observed once more in the successive

pplication phase. 

The contact elasticity method (CEM), being based on the

imple assumption that forces can be directly assessed from

easurements of particle kinematics, relies on the accuracy of

uch measurements, as well as on the time resolution of the data

cquisition; moreover, particle equilibrium (that should be verified

s long as the loading is quasi-static) is never accounted for in

his method. The Contact Dynamics-based method (CDM) has

he intrinsic limitation of the force indeterminacy related to the

on-uniqueness of the solution. However, it is not affected very

uch by measurement error and it has the advantage of providing

n estimation of forces simply from a snapshot of a granular

ystem, neglecting its previous evolution. 

Force indeterminacy remains the main source of error when us-

ng the CDM for force inference; however, it was shown ( Unger and

ertèsz, 2003 ) that generally the fluctuations of forces do not sig-

ificantly change the force network structure. The effect of inter-

article friction is also to be accounted for: as shown by Unger and

ertèsz (2003) , the largest indeterminacy is typically found for

= 0 . 1 , above which a significant decrease is observed; in this

ase, with μ≈ 0.45, indeterminacy can be considered to be rela-

ively low. 

However, local deformations can be employed to further de-

rease such variability and get a more accurate solution. This could

e done through the CEM, provided that the measurement error is

educed by either increasing the measurement accuracy or the de-

ormability of the material. 

Other procedures to reduce the indeterminacy issue can be

mplemented. In particular, force estimation would certainly

enefit from taking into account the history of the packing. As

reviously explained, this is not strictly necessary according to

he formulation of the method; however, as it has been shown

y McNamara et al. (2005) , force indeterminacy is actually linked

ith the different possible histories. Since history is basically en-

oded in the choice of the initial guess solution, possible strategies

o account for it include, e.g. , using the solution of a state as an

nitial guess for the next state. 

Here, we showed an application to a 2D case; however, the

DM can be applied to a 3D ideal assembly ( e.g. , spheres) without

ny conceptual limitation. A higher complexity might come from

roblems in the detection of contact points and contact orienta-

ions in the case of a non-ideal packing. 

In a next future, applications of both methods are planned on

ifferent materials ( e.g. , aluminium, polyurethane), in order to test

he methods for different levels of particle stiffness. A combination

f the CDM with other methods could be a way to improve its re-

ult; at the same time, referring to other methods as benchmarks

ould be a way to assess the precision of the obtained solution. In

ddition to this, foreseeable technological advances in the grain-

cale characterization are something that both methods could ben-

fit from. 

The approach followed in the CDM, consisting of using only

ranular arrangement and boundary conditions for the estimation

f forces, will be pursued also through a quasi-static method that

ims to find a set of forces, for a granular assembly in stable equi-

ibrium, satisfying at the same time the criteria of static and plastic

dmissibility ( Roux and Combe, 2011 ). 
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